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Abstrac— Analytical bounds on the performance of con-
catenated codes 00 a tree structure are obtained. Analy tical
results are applied to examples of parallel concatenation of
two codes (turbo cocks), serial concatenation of two codes,
hybrid concatenation of three codes, and self  concatenated
codes, over AWGNandfading channels. Based on the anal-
ysis, design criteria for the selection of component codes are
presented. Asymptotic results for large interleavers arc ex-
tended to MPSK modulations over AWGN and Rayleigh fad-
ing channels. Simulation results arc only given for examples
of coded modulation and fading channels.

1. introduction

Turbo codes proposed by Berrouet a, repre-
sent a recent breakthrough in coding theory [ 1],
which has stimulated a large amount of new re-
search. These codes are parallel concatenated con-
volutional codes (1’CCC)whose encoder is formed
by two (or more) constituent systematic encoders
joined through one (or more) interlcavers. Analyt-
ical performance bounds for PCCC with uniform
i nterleaver and maximum | i kelihood t eceiver were
obtained in [2], and[3]for AWGN channel, and
in[4]for Rayleigh fading channel with binary maod-
ulation.

Parallel concatenated convolutional codes yield
vet-y large coding gains (10-11 dB) at the expense
of bandwidth expansion. Trellis coded modulation
(TCM) proposed by Ungerboeck in 1982 [S]is now
awell-established technique in digital communica-
tions. In essence, it is a technique to obtain signif-
icant coding gains (3-6 dB) sacrificing neither data
rate nor bandwidth. in[6] and references there for
prior work, TCM was merged with PCCC in or-
der to obtain large coding gains and high bandwidth
efficiency. It is called parallel concatenated trel-
lis coded modulation (I'C'I'CM), aso addressed as
“turbo’ TCM”. Later we considered merging TCM
with the recently discovered serial concatenated
convolutional coder (SCCC) [7]. We refer tothe
concatenation of an outer convolutional code with an
inner TCM as serid concatenated TCM (SCTCM).

in this paper we propose a design method for
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turbo trellis coded modulation and set-ia trellis
coded modulation, over Rayleigh fading channels
for mobile communications. Ncw concatenations
of three codes, called hybrid concatenated convo-
lutional codes 1 1CCC), and their special case, self
concatenated codes arc introduced, analyzed, and
design rules for these codes are presented?.

2. Analytical Bounds on the Performance of
Codes over AWGN and Fading Channels

Consider alinear (1, k) block code C with code rate
R, = k/n and minimum distance h,,. An upper
bound on the bit-error probability of the block code
C over memoryless binary-input channels, with co-
herentdetection, and, using maximum likelihood
decoding, can be obtained as
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wherce £,/ Ny is the signal- to-noise ratio per bit, and
AS,, for the block code C represents the number of
codewords of the block code with output weight
associated w ith an input sequence of weight w. Afj;'h
is theinput- output weight coefticient (1 OWC). The
function D(-) represents the pairwise error proba-
bility whichis a monotonic decreasin g function of
the signal to noise ratio and the output weight /1.
For AWGN channels we have D(R, E,/No, h) =
Q(J2R, h E,/Ny). For fading channels, assuniing
coherentdetection, and perfect Channel State Infor-
mation (CSI) the conditional pairwise error proba -
bility is given by
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The Q function can be represented as[10]
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To obtain the unconditional pairwise error probabil-
ity, we have to average over the joint density function

LA speeial case of self concatenated codes where the interleaver
is split into two parts corresponding to the original data and its
duplicate, was proposed by Berrou [8]

2A strictly related paper [9] presents the iterative decoding of
various forms of code concatenation discussed in this paper



of fading samples. For simplicity, assumeindepen-
dent Rayleigh fading samples. This assumption is
valid if weuse an intet-leaver after the encoder and
a deinterleaver before the decoder. Thus the fading
samples p;arei.i.d. tandem variables with Rayleigh
density of’ the form f(p)=2p ¢ 2. Using (1) ,(2),
(3)and resuis in[ 11, by averaging the conditional
biterrorrate over fading we obtain
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We canfurther upper bound the above result and
obtain| 11]
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All these results apply to convolytional codes as
well, if we construct an equivalent block code from
the convoluti gnal code. Obviously results apply also
to concatenated codesincluding paraltel and serial
concatenations andother types of code concatena-
tions discussedin this paper. As soon as we ob-
tain the input-output weight coefficients A", , for
a paticular concatenated code, we canComputeits
pet formance.

2.1. Computation of Au, , Jor Concatenated Cades
with Random Interleavers

The average input-output weight coeflicients A", »
10 1 q concatenated codes with g - | interlcavers
can be obtained by averaging (1) over all possible
interleavers. This average is obtained by replacing
the actual jth interleaver (i= 12 .....¢--1), that
performs a permutation of the N; input bits, with an
abstractinterleaver called uniform interleaver [2],
defined asa probabilistic device that maps a given
input word of weightw into all distinct ( )pcnnu-
tations o f it with equal probability j, == 1/ (% )
For a concatenated code with ¢ codes and ¢ - |
uniform interleavers, each constituent code Ci5i €
= {1,2, . . .,q}is preceded by auniforminter-
leaver of size N, except say C|which is not pre-
ceded by aninterleaver, but it is connected to the
input. Define the subsets of thesets, by s, =
{i es,: Ci connected to input ], s, = {i € Sy
Ci connected to Channel }, cmd its complement ¥,
With the knowledge o f the A“, ., for the constituent
codes using the concept of uniform interleaver, the
,(, fora concatenated code, with tree structure (see
}"ig'. 1), can be obtained as
G
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Note thatWi==w;ies;, and w; =hi if C; is

connected to C; by interleaver N,

Fig. 1. Example of concatenated codes with tree syructure s; =
(1,2, 7.5, = (2,4,6,8,9)

2.2, Design of Concatenated Codes

Designof concatenated codes is based onthe
asymptotic behavior of tbc upper bound in (1) af-
ter replacing A,(, , (1) with the result obtained in
(6) for large interlcavers. The reason for the good
performance of concatenated codes with input block
si/c of N symbols is that the normalized coefficients

u /N decrease with interleaver size. For a given
signal to noise ratio and large interleavers the ma -
imum component of Aﬁ , IN over all inputweights
w and output weights #h, is proportional to N,
with corresponding minimum output weight (o).
It apr < Othen for agiven SNK the performance
of concatenated code improves as the input block
size is increased. If the input block size increases
then the size of interleavers used in the concatenated
code shou ld also jnercase. When oy < Owe say we
have “interleaving gain”. The more negative is apr
the more interlcaving gain we can obtain. In order
to compute oy we proceed as follows. Consider a
ratc ® = p/n convolutional code C with memory v,
anditsequivalent (N/h', N— pv)block code whose
codewords are al sequences of length N/R bits of
the convolutional code starting from and ending at
the zcro state. By definition, the codewords of the
equivalent block code are concalcnanons of error
events o 1 the convol utional code s 1,61 A et be the
input- output weight coefficients given that the con-
volutional code gencrates j error events with total
input weight ws, and output weight ji (sec Fig. 2). The
Au . j actually represents the number of sequences
of weight &, input weight w, and the pumber of con-
catenated error events j without any gap between
them, starting at the beginnin g of the block. For N
much larger than the memory of the convol ytional
code, the coefficient AZZ'J; of the equivalent block
code can be approximated by

) nar N/p .
Al(l".h ~ L ( jl ) Au‘ h.j (7)
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where nyy, the largest number of error events con-
catenated in a codeword of weight /1 and gencrated
by a weightwinputsequence, is a function of hand
w that depends onthe encoder.
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The 1arge N assumption permits neglecting the
length of error events compared to N, which also
implies thatthe number of ways j input sequences
producing j error events canbe arranged in a register
of length N i N,/.” . The ratio N /p derives from
the fact that the code has rate p/u, and thus N bits
corresponds to N/p input symbols or, equivaently,
trellis steps. We are interested in large interleaver
lengths and thususeforthe binomial cocfficient the
asymptotic approximation

(N ) N/
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Substitution of this approximation in the previous
equation yields
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Finally, substituting (9) in (6) for each constituent
code, and then the resultin (1) gives the bit-error
probability boundin a desired formfor design of
concatenated codes, from which we obtain
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where j; denotes the number of concatenated error
events for code C;. Computation of oy depends
on the concatenated cock structure and constituent
codes. Next we obtain Af,vvh using (6), and aps, using
(10). to compute upper bounds, and design rules for
the following concatenated codes.

3.Parallel Concatenated Convolutional Codes

The structyre Of a parallel concatenated convolu-
tional code (PCCC)or “turbo code” is shown in
Fig. 3. Figure 3 refers to the case of two convo-
lutional codes, code C1 with rate R'=p/q, and
code C2withrate K> = p/qa, where the constituent
codeinputs are joined by aninterleaver of length

. Y . R!R?
N, generating a PCCC,Cp, with rate K, =- TR
Note that N is an integer multiple of p.The inp[nt
block length k= N, and the output codewordlength

n=n; + N2 as showninlig. 3.

3.1. Computation of input- output weight coefficient

(I0WC) AL, for PCCC (turbo codes)
¢y

oy, forcode ¢y, and
for code C,, using (6), IOWC ASH for PCCC
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Fig 3. Parullel Concatenated Convolutional Codes (PCCC)

canbe obtained as follows.
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where Aﬁ:f',”‘,“ is the number of codewords of the
PCCC with output weights /i1,and 2 associated with
aninput sequence of weight w.
Example 1. Consider arate 1/12 PCCCformed by two
identical 4-state convolutional codes: Code € with
rate 2/.3 and code C2 with rate 1/1 (this is obtained by
notsending the systematic bits of the rate 2/3Ca con-
volutional code). The inputs of encoders arc joined
by a uniforminterleaver of lengths N = 50, 100 and
256. Both codes are systematic and recursive, and
are shown in Fig. 4. Using the previously outlined
analysis for POX, we have obtained the bit-error
probability bounds shown inFig. 4. The perfor-
mance is shown both for AWGN and Rayleigh fad-
ing channels
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Fading Channels

Using (10) we obtain the following results. 1f both
convolutional codes arc recursive then oy < - 1.
Any other choice of encoders results inaas > 0.
Thus, forall i = Iy -1 h,, the coeflicients of the
exponentsinfidecrease with N, and we always have
an interleaving gain |21.

Define d; s opyas the minimum weight of code-
words of a recursive code Ci, i = 1, 2 generated by
weight-2 inputsequences. We call it the effective
fice Hamming distance of arccursive convolutional



code.’To maximize the interleaving gain, i.e, min-
tmize N*¥ corresponding to output weight /11 (¢f 41),
and h2 (o) we should maximize the di, fepfsi =
1, 2. Thesumd| g+ dr rery represents the ef-
fective free distance of the turbo code. ‘1'bus, sub-
slituling the exponent (¥ps into the expression 10T
bit error rate (5) approximated by keeping only the
term of the summation in /1y, and /2 corresponding
to by = hyeg), and 12 = ha(agy), yields

di s ey dryesy

lim Pyle) > BN —-m'm,f
N->ou 14 Rt
(12)
where 3 is a constant independent Of N.
4. Parallel Concatenated Trellis Coded
Modulation

The basic structure of parallel concatenated trellis
coded modulation is shown in Fig. 5.
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Code 1 vh[Mapping ],A_,
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Fig. 5. Block Diagram of the Encoder for Parallel Concatenated
Trellis Coded Modulation

To Modutator

‘1bis structureuses wo rate 5,3’%] constituent CONYVO-
lutional codes. The first b most significant output
bits Of each convolutional code are onty connected
to the shiftregister of the TCM encoder and are not
mapped to the modulation signars. Thelasth + 1
least significant output bits however are mapped to
the modulationsignals. ‘bis method requires at least
two interleavers. The first interleaver permutes the
bleast significant input bits. Thisinterleaver is con-
nectedto the b most significant bits Of the second
TCM encoder. The second interleaver permutes the
b most significant input bits. This interleaver is then
connected to the b least significant input bits of the
second TCM encoder.

4.1.  Design Criteria for PCTCM over Rayleigh
Fading Channels

To extend the asymptotic results we obtained
for binary modulation to M-ary Modulation (e.qg.
MPSK), let x; represent the sequence of M-ary
output (complex) symbols {x; j}of trellis code i
(i == 1, 2). Complex symbols have unit average
power. | et X represent another sequence of the
outputsymhols{x;vj} for i =1, 2. Then the asymp-
toticresult in (12)should be moditied to
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where, for i =1, 2, 1; is the set of ali#i with tbe
smallest cardinality d; gy / such that X, #  x/,
Then 1/1,,_“,-_, represents the minimum (M-ary sym-
bol) Hamming distance of trellis code i (i = 1,2)
corresponding to input Hamining distance 2 between
binary input sequences that produce d; j¢pr- The
di 1,11,i = 1, 2is dso called the minimum diver-
sity of trellis code i. We note that the asymptotic
result on the biterrorrate is inversely proportional
to the product of the squared EKuclidean distances
along the error event paths which result in i f.efy
i= 1,2, Therefore tbe Ctiterion for optimization of
tbc component trelis codes is to maximize the min-
imum diversity of the code andthen maximize the
product of the squared Buclidean distances which
result in minimum diversity.

4.2. 2 bits/sec/Hz PCTCM with 8PSK for AWGN
and Fading Channels

The code we propose has b= 2, and employs 8PSK
modulation in connection with two §-state, rate 4/5
constituent codes. The selected code uses reordered
mapping: I by, h, by represents a binary label for
natural mapping for 8PSK, where b2 is the MSB and
byisthel .SB,then the reordered mapping is given by
by, (by-1b)), by. The effective Buclidean distance of
this codeis 83»‘1,” = 5.1 7 (unit-norm constellation
is assumed), using two interleaves.

The structure of this code is shownin Fig. 6, and
itsBIR for AWGN andRayleighfading channels in
Fig. 7. Thesize of each interleaver is 8192 hits.
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Fag 6. Parallel Concatenated T rellis Coded Modulation, 8PSK,
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5. Serially Concatenated Convolutional Codes

The structure of a set-ially concatenated convolu-
tional code (SCCC) is shown in Fig.8. Figure 8
refers to the case of two convolutional codes, the
outer code C, with rate R’ = g/p, and the inner
codeCi with rate R'= p/m, joined by an inter-
leaver of length N bits, generating an SCCC Cg
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with rate R, = k/n. Note that N must be an integer
multiple of p. Theinput block size is k= Ng/p
and the output block size of SCCC is n = Nm/p.
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Fig. 8. Serial Concatenated Convolutional Codes (SCCC)

5.1, Computation of input-output weight cocffi-
cient (IOWC) AS}, for SCCC

u,
With the knowledge of the A}
AI(“’h for theinnetcode, andusing (6), the IOWC A

for SCCC can be obtained as

for the outer code,
Gy

uh
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Example 2. Consider a rate1/2 SCCC formed by
a 4-state convolutional code C, with rate 1/2 and
an inner 2-state convolutional code C; with rate!/1
(this is obtained by not sending the systematic bits of
the rate 172 Ci convolutional code). The two codes
are joined by a uniform interleaver. Input blocks of
length N = 50,100 and 256 were considered. The
outer code is a nonrecursive code, the inner code
is systematic and recursive,and tbe generators are
shown in Fijp.9.Using the previously outlined anal-
ysis for SCCC, we have obtained the bit-error prob-
ability bounds shown in Fig. 9. The performance
was obtained both for AWGN and Rayleigh fading
channels. Comparing toFig. 4, tbe performance of
SCCCis better than PCCC both over AWGN and
fading channels.

Using (6) wc obtain orysand tbe corresponding
output weight /(o). 1t the inner convol utional

) . | =L
code is recursive then oy ::[—”—{—J where (’,’
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Fig. 9. Performance of rate 1/2 SCCC over AWGN and Rayleigh
Fading Channels

is tbe frec (Minimum) distance of tbe outer convo-
lutional code.

The value of «yy shows that the exponents of N
arc always negative i ntegers. Thus, for an /i, tbe
cocflicients of the exponentsin i decrease with N,
and we alwayshave an interleaving gain

Define d'y,,, as the minimum weight of code-
words of the inner code generated by weight-2 input
sequences. We obtain a different weight /i (oryy) for
even and odd values or (l‘,‘-. For even (If/’», tbc weight
h{apr) associated to thc big best exponent of N is
given by

o
h(ays) = i/%’i-’— (14)

For df odd, the value of hi(aa)is given by

g 1
Iy = S('/L\;)’{Llﬂ L1 hg (15)
where h,‘,'}’ is the minimum weight of sequences of
the inner code gencrated by a weight-3 input se-
quence.

Thus, substituting the exponent @ into the ex-
pressionfor bit error rate in (5) approximated by
keeping only the term of thc summationin /i corre-
sponding to fi=li(cepy) yields

‘:"/”J 0 hioar)
lim P, >~ BN : o (16)
N I R
where B is a constant independent of N.

6. Serial Concatenated Trellis Coded
Modulation

The basic structure of serially concatenated trellis
coded modulation is shown in Fig. 10.

We propose a novel method to design serial con-
catenated TCM for Rayleigh fading channels, which



Data [

Outer 1 ;
#| Goga tw| T Lol S0 Lam Mappmg’»b
2b 2b+1 2v+2 L

4-Dimensiona!
Modulation
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achieves b bits/sec/tlz, using arate 26 /(2b41) non-
recursive binary convolutional encoder with maxi-
mum free Hamming distance as miter code. We
interleave the output of the outer cock with a ran-
dom permutation. The interleaved data enters a rate
(2b 41)/(2b -+ 2) recursive convolutional inner en-
coder. The 2b 4 2 output bits are mapped to two
symbols belonging toa2“ ! level modulation (four
dimensional modulation). in this way, we arcusing
2/ information bits for every two modulation sym-
bol intervals, resulting in b bit/sec/Hz transmission
(whenideal Nyquist pulse shaping is used)or,in
other winds, b bits per modulationsymbol. Yor the
AWGN channd the inner code and the mapping are
jointly optimized based on maximizing tbc effec-
tive Huclidean distance of the inner TCM. The op-
timum 2-state inner trellis code is showninFig.11.
The effective Huclidean distance of this code is | .76
(for unit norm constellation) and its minimum M-ary
Hamming distance is 1.

by - » . X
by > b X,
by » I3 > Xg
by. » L) > Y2
bg » I) > ¥y

>y0

5] -

Fig. 11, Optimum 2-state inner tiellis encoder for SCTCM with
2x 8PSK Modulation.

6.1. Design Criteria for SCTCM over Rayleigh
Fading Channels

To extend the asymptotic results obtained for
binary modulation toto M-ary modulation (e.g.,
MI'SK), criteria similar to those discussed for paral-
lel concatenated trelis coded modulation (PCTCM)
arenow appl iedto seria concatenated trel | is coded
modulation (SCTCM). The interleaving gain is still
N YD1 however now the mini mum diversity

L ur awe, .
is -4/ for even dy, and —r—- L2 1Y for odd

2 ”n
d‘f’, where (l’/;(,/»_/ represents the minimum (M-ary
symbol) Hamming distance of the inner trelis code
corresponding to input Hamming distance 2 between
binary input sequences to the trel | is code that pro-
duce d' . Therefore the criterion for Opt imizing
the inner trellis code in SCTCM is to maximize the
minimum diversity Of the code and then maximize
the product Of the squared Euclidean distances which

res ultin minimum diversity. For mld o9, first we
maximize dy,,,, then among e codes with maxi-

mumd ., we maximize 11\, the minimum (M-ary
symbol) Hamming distance of the inner trellis code
corresponding to input Hamming distance 3 between
binary input sequences to the trellis code that pro-
duce h(Y. Asis seen from the previousresults, large
d{produceslarge interleaving gainand diversity.

0.2. Design Method — for Inner TCM

To i I'lustrate the design methodology we developed
the following example. 1.etthe eight phases of §PSK
ni/4,i=0,1,...,7 be denoted by {(), 12,34, s,
6, 7}. Consider the 2x8PSK signal set Ag = ((), O),
13, (2 6, G I 44, G5 7), (6 2, (7 5)
Fach element inthe set has two components. The
second component is 3 times the first onemodulo8.
Alsoconsider the 2x8PSKsignalset By = [ (0, 0),
(1.5), 22, 3 7). (44), 5, 1), (6.6), (7, 3)].
FEach element in the set has two components. The
second component is 5 times the first one modulo
8. For these sets, the Hamming distance between
clementsin each set is 2, and the minimum Of the
product Of square Euclidean distances is the 1argest
possible.

The following sets arc constructed from Ag and
Boas: A,= A, (0, 2), Ag=Aq + (0,4), A) =
Ag+(0, 6), Al = By + (0, 1), Ay=By+(0,3),
As == By + (0, 5), A,=8y + (0, 7), where ad-
dition is component-wisemodulo&. Map the first
andlast 2 bits of inp ut labels to the 8P SKsignals as
00.00.01,01, 11, 11, 10, 10} O > {0, 1,2,3,4,5,

6

The fifth bit for the input label is the parity check

bit, Use anecven parity check bit for signal sets
Ao Ag, A L Asand anodd parity check bit for signal
sets Ay, Ag, A3, A, This completes the input label
assignments to signal sets.

Now the Hamming distance between input labels
foreachset Ai=0, 1,2,...,7, is atleast 2 andthe cor-
responding M-ary Hamming distance between sig-
nal elements in each set is 2. Consider a4-state trellis
code with full transition. Assign Ag, A,, Ay, Ag, to
the first state, and A ;, A3, As, A to the second state,
and permutations Of these sets to the third and fourth
states. This completes the input label and 2x8PSK
signal set assignments to the edges Of' the 4-state
trellis. Therefore the mini mum Hamming  distance
of the 4-dtate trellis code is 2. At this point to obtain
a circuit that generates this trellis we need to use an
output label. We used reordered mapping as it was
discussed before to obtain the cire uit for the encoder.

The implementation Of the 4-state inner trellis
code is shownin Fig. 12. The ROM maps 32 ad-
dresses 1n the range Of O to31to asingle output.
The 32 binary out puts can be summarizedin hex as
JAS3ACCS.
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Fig 12. 4-state inner trellis encoder for SCTCM with 2x8PSK
modulation for Rayleigh fading.

7. Simulation of Serial Concatenated Tyellis
Coded Modulation with 1terative Decoding

In this section the simulation results for seria con-
catenated TCM, with 2x8PSK over the Rayleigh
fading channel are presented. I ‘'or SCTCM with
2x 8PSK, the outer code is arate 4/5, 8-state nonre-
cursive convolutional encoder with ¢ = 3, and the
inner code is the 4-state T'CM designed for2x8 P SK
in subsection 6.2. Thebiterror probability vs. bit
signal-to-noise ratio kj, /N, for various numbers of
iterations is showninFig. 13. The pet-lormdnce
of the inner 2-state codeinFig. | | is aso shown
in Fig. 13for the input block of 16384 bits. This
example demonstrates the power and bandwidth ef-
ficiency of SCTCM, over a Rayleighfading channel

at low Bl Rs.
tion=4
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Fig13. Performance of Serial Concatenated Trellis Coded Mod-
ulation, 8-state outer, 2-slate or 4-state inner, with 2 x 8PSK,
2 bits/sec/Hz

8.11ybrid concatenated convolutional codes

The hybr id structure shownin Fig. 14 includes
a parallel convolutional code €, with rate R =
k/nyand equivalent block code representation
(N1 /RE Ny, anouter (NJR:', Np)code C, with
rate R = /ifp, (this code canbe arepetition coLIC),
aninner (N2/RD | N,) code cwithrate R'= p/n;,

plus a N | -bit and a N,-bit interlcaver. This gives
an HCCC with overall rate R, = k/(n - 12)- In
special case the outer code canbe a repetition code.
Further if the paraliel code is rate 1, |-state code
(no code)we obtain self concatenated code which is
discussed in the next section.

& Sinuta®
LT nusitaralons
N-16384
16°?
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10 ; :
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Fig. 14. A hybrid concatenated code, bounds, simulations.

Using (6) we obtain

N, Cp C, C;
. A X A, XA
C I TIN ] u,! Lh
Auvl,llu,hg = Il_‘ 1<N ) (NZ) (17)
=0 u !

The coefticients AS” can be obtained by sum-

[TIR h

nung/l“,”;‘ o, over al fiy, and fy such that 2442 =

h. /\“ ;.18 the number of codewords of C,, of weight
1 given by lhmnputscqucnccs of wmghlur Anal -
ogous definitions apply for Au ", oand AL ’ , We
have computed the bound in (1) over AW(;N for
a specific rate1/4 HCCC formed by a 4-state C),
(rec ursive, systematic, Rl =1 /2), where, as in
“turbo codes’, the systematic bits at-e not transmit-

ted, a 4-state C, (nonrecursive, RO = | 12), and
a 4-state C; (recursive, systematic, K= 2/3),
joined by two interfeavers of lengths N, = N

and N,=- 2N.

1 n?

The respective generator matrices

. [ 11 aD? 1 1D?] and

are [ L n m
[0 (] e e
mance bounds show avery S|gn|f|cant interleaving
gain , i.e, lower values of BER for higher val-
uesof N. At £, /N,=3dB,BER is 3 x 1077,
8§ x 1077, 4 x 1009, 10" % and 2 x 10", for
N = 20,40, 100, 200,”300,” respectively. Simu-
lation of the proposed iterative decoder produced
BER=1 0"atly /N, = 0.2 dB, with J 5 iterations
and N = 16384, asshowninFig. 14.

8.1, Design of HCCCs

To evaluate oy, againweuse (lo), 11’ Ci is nonre-
cursive, and €, or C, are nonrecursive then we have
orgr > 0, and interleaving gain is not allowed. If C;
is nonrec ursive, and both C,, and C,, are rec ursive
then we have apy = -1, andmlulcavmg gain is
allowed, as for “turbo codes™ . If Ciis recursive, and



C,, is nonrecursive We have t/p < - l((‘j' + l)/ZJ,
and interleaving gain is a lowed, as in seria concate-
natcd C()dCS. “ Ci is recursive, zmd C,, is recursive
[((I_’/'ar 3)/2J,and interleaving
gain is higher than for serial concatenated codes.
Based onthe above analysis, in order to achieve the
highest interleaving gain in HCCCs, we should se-
lect the component codes as follows: a recursive Cis
arccursive ¢)); C, can be either nonrecursive orre-
cursive butshouldhavelarge d. Next we consider
the weight ii(erpr) which is the sumof output weights
of Ciand C), associated to the highestexponent of
N. We have fi () == dfd, /24 dl. for dj even,
and h (y) = (/I“ '%)(/ W /2 h» dl, | for (;,'
odd, whet-e /1Y isthe minimum weight of codewords

we have ay <

Hi
»m

of C; generated by a weight 3 input sequence, and
d',, and d!, are the effective frec distances of C,
and C,

9. Self-Concatenated Code

Consider a self concatenated code as shown in
Fig. 15. This code canbe considered as special casc
of hybrid concatenated code when the outer code is
rate 1 /prepetitioncode, and parallel code is a rate
1, I-state code (no code). Since one nontrivial code
isused we cal | it self’ concatenated code.

— —_—

Input  p——-1 interleaver w
data t——-2

* \—-> TT »1 Code -

w o [* L_ pw h
c, P

Fig.1 5. A self concatenated code
Forarate 1/p rc. petition code and its N concate-

nation we have A

N e P
wi = g {=wp , and zero

atherwise. Using (1), and (6) 'we can obtain

Np/R. N (N

f ’Qﬁ(, 4 w))

(18)
Using (10) we obtain agy = max,, p{w+ j- pw - 1],
where j is number Of concatenated ciror events in
code C.if the interleave is split into p parts corre-
sponding to the original data and its p - 1 duplicates,
the code will be equivalent to multiple turbo codes.
The case Of p = 2, with structured interleaver which
docsnotrequire trel | isterminationwaspropased by
Berrou 8] with good performance for short blocks.

he dyyn we |

9.1. The Maximum Exponent of N

For anonrecursive convolutional encoder, wc have
j <pw.in this case o > (). Thus we have no
it iterleaving gain. 1 lowever, for recursive convo-
lutional encoder C, the minimum weight of input
sequences generating error events is 2. As a conse-
quence, an input sequence Of weight pw can gen-

erate at most j = L%‘J error events. In this case
the exponent of N is negative. Thus, we have an
interleaving gain. For p = 2, the maximum expo-
nent of N is - I, and the minimumoutput weight is
/1 Aw==dy .y -t 1. For p = 3, the maximum expo-
nent of N is --2, and the minimum outputweight is
-1 w=h$ 41 However, it h=h" =00 then

m "

the minimum output weight is 4w =:3dy sy« 2.

10. Conclusions

General anaytical upper bounds and design rules
for concatenated codes with interleavers over AWGN,
and Rayleigh fading channcls were presented.
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